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ABSTRACT

Air and snow–ground interface temperatures were measured during two winters at 33 stations spanning the
180-km-long Kuparuk basin in arctic Alaska. Interface temperatures averaged 7.58C higher than air temperatures
and varied in a manner that was more complex, and on a spatial scale more than 100 times smaller, than the
air temperature. Within the basin, two distinct thermal regimes could be identified, with the division at the
boundary between coastal and uplands provinces. When each station was classified into one of three snow
exposure classes (exposed, intermediate, or sheltered ), accounting for variations in snow depth and thermal
properties, 87% of the variation in the average interface temperature could be predicted from air temperature.
Individual station interface temperature records were fit using a beta curve that captured the slow decrease in
autumn and the rapid rise in spring. Beta curves were specified by three parameters (a, b, and g) that could
be predicted if province and snow exposure class were known. A model based on the beta curves was developed
and applied over the basin to predict interface temperatures in both time and space. Tests of the model against
data from within the domain and from arctic Alaskan locations outside the domain suggest an accuracy of 628C
when simulating average winter interface temperatures, and 638C when simulating daily interface temperatures.

1. Introduction

Arctic Alaska is snow-covered about nine months of
the year, and, during most of that time, temperatures at
the top and the bottom of the snowpack differ by a
substantial amount. In the Kuparuk basin, these differ-
ences average more than 7.58C, and the nature and char-
acter of the snow–ground interface temperature field is
completely different than that of the air temperature field
(Figs. 1a and 1b: data from this study). Beneath the
snow, temperatures fluctuate more slowly and with a
reduced amplitude as they respond to rapid changes in
air temperature and slower changes in the depth and
quality of the snow cover.

Local, landscape, and regional gradients in snow cov-
er (Benson 1969; Adams and Roulet 1982; Liston and
Sturm 1998; Sturm et al. 2001) produce much of the
small-scale spatial variation that is observed in the in-
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terface temperature field (Smith 1975; Nelson et al.
1988; Desrochers and Granberg 1988; Sturm and Holm-
gren 1994). Substantial variations in snow depth and
snow properties can occur over distances of a few me-
ters. In contrast, air temperature varies more smoothly
and at a spatial scale that is hundreds, perhaps even
thousands, of times larger (cf. Figs. 1a and 1b). These
dramatic scale differences make prediction of the in-
terface temperature from the air temperature a difficult
task.

The prediction scheme can be physically based, em-
pirically based, statistically based, or some combination
of the three, but, regardless of which approach is used,
local spatial variations in snow depth and properties
must be considered. For example, using a physically
based model, the snow cover might be evolved layer by
layer and the energy balance at the snow surface com-
puted (Anderson 1976; Brun et al. 1989; Jordan 1991).
Surface temperature could be projected downward to
the soil or biota beneath the snow using heat transfer
equations and estimates of snow depth, snow layer struc-
ture, and thermal properties. Where continuous mete-



378 VOLUME 3J O U R N A L O F H Y D R O M E T E O R O L O G Y

FIG. 1. Kuparuk basin (a) air temperature and (b) snow–ground interface temperature data from this study plotted by latitude and time.
Compared to air temperature, the interface temperature is less coherent spatially (thus the horizontal banding) because of landscape-scale
variations in snow depth, but is more coherent temporally (horizontal bands are fairly homogeneous) due to the damping effect of the
snowpack on air temperature fluctuations.
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FIG. 2. (a) The Kuparuk River basin showing the locations of the 33 stations where air and
snow–ground interface temperatures were recorded. (b) The elevation profile along the line
defined by the 33 stations.

orological data are available, this model is likely to
produce accurate estimates of snow depth and snow
properties, but, with increasing distance from a mete-
orological station, the quality of the estimates are likely
to deteriorate rapidly. Even if the model has the correct
physics, if driven with erroneous snow depths, the pre-
dicted interface temperatures will be wrong. This prob-
lem is particularly acute in the Arctic where the number
of meteorological stations is low (IASH 2001).

The same problem of spatial heterogeneity plagues
both empirical and statistical models. Ultimately, ac-
curate prediction of interface temperatures over a large
domain is going to require understanding of the causes
of local spatial variations in snow depth, and developing
methods of modeling these variations physically or sta-
tistically. For now, however, quantifying the pattern of
variation is an important first step. Here, we identify
patterns from an extensive set of paired interface and
air temperature records collected between 1994 and
1996 at 33 locations across the Kuparuk River basin in
arctic Alaska. Inasmuch as the interface temperature is
largely controlled by the snow depth, and the depth
varies with the landscape (Adams and Roulet 1982; Ben-
son and Sturm 1993; Pomeroy and Gray 1995; König
and Sturm 1998; Liston and Sturm 1998), we are able

to establish statistical relationships that allow us to pre-
dict the interface temperature from landscape charac-
teristics and the air temperature alone. Using our model,
we map interface temperatures over a 20 000-km2 do-
main in arctic Alaska that includes the 8140-km2 Ku-
paruk basin. Like physically based models, our model
still requires input data over the entire domain, but far
fewer variables need to be extrapolated or interpolated.
Moreover, our approach is computationally simpler. Be-
cause the primary limitation on prediction accuracy for
both physical and statistical models is the quality of the
input data, not the basis of the modeling, we think our
method provides an attractive alternative for simulating
arctic snow–ground interface temperatures for climatic,
ecological, and hydrological purposes.

2. Study area

The Kuparuk River basin, which extends from the
foothills of the Brooks Range to the Arctic Ocean (Fig.
2a), has two major physiographic provinces (Wahrhaftig
1965; Nelson et al. 1997; Hinzman et al. 1998): the
arctic coastal plain (coastal) in the north and an area
of rolling hills (uplands) in the south. Elevations grad-
ually increase southward across the coastal plain, reach-
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TABLE 1. Kuparuk basin station locations and landscape classifications.

Station Lat (8) Lon (8) Elevation (m)* Province Physiography Exposure**

Imnav1
Imnav2
1
2
3
4
5
6
7
8
9

10

68.616
68.616
68.807
68.815
68.834
68.949
68.957
68.975
69.032
69.033
69.145
69.187

149.285
149.302
149.017
149.038
149.098
149.079
149.103
149.157
149.325
149.336
149.335
149.385

915
910
709
735
671
658
628
610
378
384
311
433

Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands

Valley
Broad ridge
Intermediate
Ridge top
Intermediate (water track)
Broad ridge
Broad ridge
Ridge, windward slope
Valley
Valley (terrace)
Intermediate (water track)
Broad ridge

3
2
2
1
3
2
3
2
3
2
3
2

11
12
13
14
14.5
15
16
17
18
19
20

69.192
69.250
69.280
69.392
69.408
69.523
69.530
69.546
69.627
69.650
69.750

149.399
149.398
149.396
149.381
149.378
149.493
149.494
149.494
149.511
149.520
149.475

404
381
335
221
191
221
259
297
183
130

81

Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Uplands
Coast

Gentle hill
Broad, flat valley
Broad, flat valley
Valley
Flat
Valley bench
Gentle hill
Broad ridge
Ridge top
Intermediate (terrace, wet)
Flat, wet

2
2
1
2
2
3
2
1
1
2
2

21
22
23
24
25
26
27
28
29
30

69.812
69.827
69.888
69.905
69.958
70.023
70.045
70.073
70.137
70.189

149.344
149.313
149.184
149.147
149.018
148.893
148.847
148.779
148.651
148.492

79
73
79
72
55
41
41
38
23
17

Coast
Coast
Coast
Coast
Coast
Coast
Coast
Coast
Coast
Coast

Flat, dry
Flat, dry
Flat, dry
Flat, wet—standing water
Flat, dry
Flat, dry
Flat, wet
Flat, wet—standing water
Flat, wet
Flat, wet

2
2
2
2
2
2
2
2
2
2

* Estimated from USGS 1:64 000 topographic maps.
** Exposure rank: 1 5 exposed, 2 5 intermediate, 3 5 sheltered.

ing about 100 m at its southern edge (Fig. 2b). They
then rise more rapidly, reaching about 1000 m at the
extreme southern edge of the basin. The coastal plain
is dominated by wet sedge tundra, oriented thaw lakes,
and ice-wedge polygons in alluvial and lacustrine de-
posits, while the uplands comprise north–south-trending
broad ridges, isolated rounded mountains, and wide riv-
er valleys covered by riparian dwarf willow and birch
(Walker et al. 1980, 1994; Walker 1995, 2002). The
entire region is underlain by permafrost.

We measured air and interface temperatures at 33
stations along a north–south transect across the basin
(Table 1 and Figs. 2a,b). In the uplands, stations were
placed in the main types of terrain, including ridges,
valleys, hillsides, and water tracks. On the coastal plain,
stations were placed in flat wet and dry tundra areas but
not in the limited areas where local relief produces snow
drifting or erosion. We classified each station by prov-
ince (coastal or uplands) and describe the local physi-
ography in Table 1. Because wind is critical in redis-
tributing snow in this region, we further classified the
stations as exposed, sheltered, or intermediate, based on
the local topography and observations of the effects of
the wind on the snow at each station.

3. Methods

Air temperatures were recorded at a height of 1.5 m
above the ground using inexpensive miniature data-
loggers and thermistors housed in white cans with open
bottoms. The cans were attached to iron rods driven into
the ground. Interface temperatures were recorded about
0.7 m northwest of each rod using a second thermistor
covered by white heat shrink and pinned to the vege-
tation mat using thin wire clips. In areas where there
were tussocks, ground thermistors were positioned half
way between the base and tops of the tussocks. Data
were collected at 2.4- or 3.2-h intervals and are available
at the National Snow and Ice Data Center–Arctic System
Science Data Coordination Center (NSIDC–ARCSS;
Sturm 2002).

The temperature stations were installed in November
1994 and monitored until November 1996, when all
instruments were removed. About half of the stations
were still running at that time. Loss of stations and data
gaps occurred for a variety of reasons, including equip-
ment damage from foxes and water infiltration. The sta-
tions were visited each year in November and April. At
these times the snow depth was measured at 0.25-m
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TABLE 2. Start and end dates of complete and core winters,
1994–97; ND 5 no data.

Start of
winter

Start of
core

winter

End of
core

winter
End of
winter

1994/95
Whole basin*
Uplands*
Coastal*

8 Sep
8 Sep
8 Sep

14 Jan
18 Jan
7 Jan

29 Mar
31 Mar
27 Mar

11 May
6 May

24 May

1995/96
Whole basin
Uplands
Coastal**

28 Sep
28 Sep
28 Sep

ND
30 Jan
ND

ND
9 Apr

ND

14 May
13 May
24 May

1996/97
Whole basin
Uplands
Coastal**

8 Sep
8 Sep
7 Sep

ND
ND
ND

ND
ND
ND

ND
ND
ND

* Winter start based on Imnavait stations only.
** Data from one station only for end of 1995/96 winter and start

of 1996/97 winter.

TABLE 3. Average interface (Ti) and air (Ta) temperature by
province for the Kuparuk basin, 1994–96.

Complete winter

Ti (8C) Ta (8C)

Core winter

Ti (8C) Ta (8C)

1994/95
Whole basin
Uplands
Coastal

212.8
211.9
215.5

220.3
219.7
222.1

216.2
214.3
219.6

225.3
223.7
228.5

1995/96*
Uplands 29.6 217.1 211.8 219.1

* Due to equipment failures, only uplands stations are available.

intervals along a line beginning at the iron rod and
extending 1.5 m to the northwest, bracketing the loca-
tion where the interface thermistor was buried.

Based on a study by Whiteman et al. (2000), the
thermistors and mini dataloggers had an estimated ac-
curacy of 60.38C. Due to electronic limitations, they
could not record temperatures lower than 2378C. Me-
teorological instruments not subject to this low-tem-
perature limitation were operated adjacent to mini da-
taloggers in three locations. Comparisons of truncated
and nontruncated records indicate that the truncated re-
cords produced a bias in the average winter air tem-
perature (Ta) of 08 to 11.08C (for complete list of sym-
bols, see appendix A). Using a regression based on the
comparison data, we have corrected for this bias. An
additional positive bias was present, particularly in the
spring, because the inexpensive mounting system al-
lowed reflected light to enter the shelter and warm the
air temperature thermistor. When compared to air tem-
peratures measured at the adjacent meteorological sites
where standard vented shelters were used, the average
air temperature recorded using the inexpensive shelters
was 18 6 0.58C too high during sunny weather. In the
dark months of November through March this bias was
zero.

In April 1995, spot measurements of the snow–
ground interface temperature were made at 1-m inter-
vals along 100-m lines bracketing select stations. At
these eight stations, the interface temperature records
from the time of the survey were within 1.58C of the
average of the spot values. These comparisons suggest
that our station records adequately represented the local
interface temperature fields.

The temperature records (Ti) were used as a proxy to
determine the duration that snow covered the ground at
each station based on three distinct dates (Table 2): 1)
the day the snow cover formed, 2) the day it began to

melt (date when meltwater first arrived at the base of
the snowpack), and 3) the day it was all gone. The start
of winter was defined as the time when Ti dropped con-
sistently below 08C. The beginning of the melt was
defined as the time when Ti rose to 08C and remained
there for several days, indicating that wet snow sur-
rounded the interface thermistor. The last snow was as-
sumed to disappear when Ti rose above 08C and became
roughly coincident with air temperature. The start of
melt was a less ambiguous indicator of the end of winter
than the complete disappearance of the snow, so we use
it here. The period between the start of the melt and the
last disappearance of snow was generally less than 11
days.

Because of substantial data gaps, we found it nec-
essary to define a ‘‘core winter’’ period in order to allow
for interannual comparisons between the winter of 1994/
95 and the following winter, which was the only one
monitored in its entirety. In 1994, temperature moni-
toring began in November and ceased at all stations
early in the 1996/97 winter season. Core winter was
defined as an interval of time equal to 30% of the total
winter centered about the time of the minimum interface
temperature. The minimum was defined by fitting a beta
curve (discussed later) to the interface temperature re-
cord and taking its derivative. Core winter typically en-
compassed 80 days, or approximately 800 measure-
ments.

4. A description of the Kuparuk temperature
fields

The average winter air temperature ( a: November–T
May) for the Kuparuk basin sites in 1994/95 was
220.38C, while the average snow–ground interface tem-
perature ( i) was 212.88C (Table 3 and appendix B).T
In 1995/96, winter air temperatures at uplands stations
were 2.68 higher than they were in 1994/95, but interface
temperatures were higher by a commensurate (2.38C)
amount (Table 3). Despite nearly a 38 interannual dif-
ference in air temperature, the thermal protection due
to the snow cover (;7.58C) was about the same both
years.

Air and interface temperatures showed marked dif-
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FIG. 3. (a) Average station values of air ( a) (open diamonds) andT
interface temperature ( i) (solid triangles) as a function of latitude,T
showing trends in the uplands and the absence of trends in on the
coastal plain, core winter, 1994/95. (b) Average station values of the
SD of air temperature (Ta) and the SD of interface temperature (Ti)
as a function of latitude, showing trends in the uplands and the ab-
sence of trends in on the coastal plain for SD of Ta, but virtually no

←

trends for the SD of Ti. Data is for core winter, 1994/95. Numbers
refer to exposure class: 1 5 sheltered; 2 5 intermediate, 3 5 exposed.

ferences between coastal and upland provinces, sug-
gesting some systematic variation in snow cover across
the basin. The average air temperature on the coastal
plain was 2.48–4.88C lower than the average air tem-
perature in the uplands (Table 3: data from complete
and core winters of 1994/95, respectively), and the av-
erage interface temperature had an even greater offset
of 3.68–5.38C. Moreover, average values of Ti and Ta,
while basically constant across the coastal plain, in-
creased steadily with distance south in the uplands (Fig.
3a). This trend corresponds with both increasing ele-
vation (Fig. 2b) and increasing distance from the coast
(Fig. 2a). Trend lines drawn through upland station av-
erage air temperatures for 1994/95 (shown in Fig. 3a)
and 1995/96 (not shown) have nearly identical slopes,
though they are offset by about 38C due to the higher
air temperatures of the second winter. Interface tem-
peratures also showed a distinct slope across the uplands
but no slope on the coastal plain. The year-to-year sim-
ilarity of the slopes suggests that the trends arise from
an invariant source, probably the regional topography
interacting with weather systems to produce an air tem-
perature lapse rate. In the case of the interface temper-
ature, a second source is the systematic difference in
uplands and coastal snow covers: coastal snow was thin-
ner but of more uniform depth (over distances of hun-
dreds of meters) than uplands snow.

Another indication of the systematic difference in the
snow cover of the two provinces is the greater spatial
variability of interface temperature observed in the up-
lands than on the coastal plain (Fig. 3a). By considering
the exposure class for each station (Fig. 3a, numbers),
a reason for the scatter becomes apparent. Interface tem-
peratures were lowest at those sites where the snow was
thinnest due to wind erosion (Table 1, class 1), and
highest where the snow was deepest due to drifting (Ta-
ble 1, class 3). With more stations providing a more
continuous sampling of snow depth, we suspect that we
would have been able to draw a whole family of nearly
parallel trend lines, each line incrementally higher or
lower, depending on the depth. On the coastal plain, the
absence of local relief produced a more uniform snow
depth distribution, with eroded or drifted snow limited
to only a few places (gullies, cutbanks), which were not
sampled.

Temperature fluctuations were smaller at the base of
the snow than at the top, reflecting the damping property
of the snow. As suggested by Fig. 1 and shown in Fig.
3b, the standard deviation (SD) of Ta at each station
was 3–4 times greater than the SD of Ti. For the whole
basin, the SD of Ta averaged 11.78C, while for Ti it
averaged only 4.48C, indicating that the snow reduced
air temperature fluctuations by a factor of about 2.5. In
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FIG. 4. Coupled and decoupled regimes for the snow–ground
interface temperature (Ti) as a function of snow depth.

FIG. 5. End of winter, 1995 and 1996, showing the 17-day difference
in winter length between the uplands and coastal provinces.

addition, the SD of Ta varied across the basin in a much
smoother manner than the SD of Ti (Fig. 3b), reflecting
the effect of local variations in snow depth on the latter.
As with the air temperature itself, the SD of Ta increased
with distance south across the uplands in a nearly linear
fashion but was roughly constant across the coastal
plain. The SD for Ti, on the other hand, showed no
trend, either on the coastal plain or in the uplands.
Again, much of the scatter (the SD value) in the interface
temperature at each station can be readily explained by
exposure class (numbers in Fig. 3b), with deeper snow
producing lower values of SD.

We have assigned a specific range of snow depths to
each snow exposure class (Table 1) based on measure-
ments made in April, when the pack was near maximum
depth: shallow (,25 cm), intermediate (25–80 cm), and
deep (.80 cm). They correspond with the exposed, in-
termediate, and sheltered classes, respectively. The class
divisions reflect our general understanding of tundra
snow (Benson and Sturm 1993; Sturm et al. 1995, 2001)
and fall close to depth values that would produce the
maximum discrimination between classes. The majority
(66%) of the stations are of intermediate depth, but that
is to be expected because intermediate-depth snow cov-
ers most of arctic Alaska.

When station average values of Ti and SD of Ti are
plotted as a function of snow depth, we can identify
three thermal regimes that correspond with the three
depth/exposure classes (Fig. 4). For the deepest snow
(.80 cm; sheltered), interface temperatures approach a
state where they are virtually independent of snow
depth. We call this the decoupled regime. In this regime,
the interface temperature is controlled largely by the
moisture content of the soil, the local ground heat flux,
and the early winter air temperature history when the
snow pack is shallow. Prediction of Ti from Ta for this
regime produces less accurate results than for the more
highly coupled regimes. For the shallowest snow (,25
cm; exposed), the interface temperature closely mimics
the air temperature, and in the limit of no snow equals
it exactly. In this case, Ti is highly coupled to Ta as well

as snow depth, and prediction is relatively easy. For
snow of intermediate depth, Ti is still strongly coupled
to depth and air temperature, though not as much as in
the exposed class. These highly coupled, coupled, and
decoupled regimes are also apparent when SD of Ti is
plotted against depth (Fig. 4, right axis).

Lastly, distinct differences in the length of the winter
season between the uplands and coastal provinces were
observed. Winter started approximately the same day
(61 day) in both provinces (Table 2) but ended, on
average, 17 days later on the coast (1995: 22 days; 1996:
13 days). We can locate the transition point between the
shorter uplands winter and the longer coastal winter with
some degree of accuracy (Fig. 5). It coincides with the
break in slope between the flat coastal plain and the
initial topographic rise of the uplands (Fig. 2b), near
where the 100-m contour interval is found on topo-
graphic maps.

5. A statistical method of predicting the interface
temperature

Here we develop a method of predicting the interface
temperature over a large domain like the Kuparuk basin
using only air temperature and snow depth as input. Air
temperature is relatively easy to extrapolate over the
domain, but snow depth is not. We avoid this problem
by using two categorical variables, snow exposure class
and province, to capture the essential dependence of
interface temperature on snow depth and snow quality.
These can be determined from maps.

The model has two parts. In part 1 we derive, for a
location of interest, a smooth curve that describes the
seasonal trend of snow–ground interface temperature.
In part 2 we add hourly temperature fluctuations to the
smooth curve. These fluctuations are important because
extreme temperatures and the cycling of temperature can
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FIG. 6. Average values of interface temperature (Ti) as a function
of average air temperature values (Ta), core winters, 1994–96. Sep-
arate lines have been fit to each province–exposure class combination
separately.

have a greater impact on biophysical systems than the
average temperature. The hourly fluctuations are derived
from air temperature fluctuations and are damped, more
or less, depending on the province and the snow ex-
posure class. In nature, the propagation of air temper-
ature into a snowpack also results in phase shift (time
lag). The model incorporates seasonal phase shift, but
not phase shifts of higher (daily, hourly) frequency.

a. Part 1

For a given location, the average winter interface
temperature i can be predicted from the average winterT
air temperature a using a linear regression model, asT
long as the province and snow exposure class are also
considered (Fig. 6). Due to gaps in the data, we devel-
oped regressions using a,core and i,core, the data for theT T
core winter, rather than data for the entire winter (Table
2 and appendix B). To calculate a,core from the air tem-T
perature record, it is convenient to nondimensionalize
time first, so that the complete winter runs from t 5 0
(beginning) to t 5 1 (end). Core winter was defined (see
section 3) as the period 0.55 # t* # 0.85 for the uplands
province and the period 0.47 # t* # 0.77 for the coastal
province.

Using province, snow exposure class, and a,core asT
input, the predicted average interface temperature,

i,core, was computed using an analysis of covarianceT
model (ANCOVA; Neter et al. 1990) (Table 4, rela-
tionship 1). Importantly, an F test indicated that the data
supported (with 95% confidence) the unique slopes for
each province/class listed in the table and shown in Fig.
6. Relationship 1 has a residual standard error of 1.78C
and can be used to predict average winter interface tem-
perature to 628C (1s).

For the uplands province, sheltered class, the AN-

COVA indicated a slope that was not significantly dif-
ferent than zero. This is consistent with our finding that
Ti is decoupled from snow depth for sheltered snow
(Fig. 4). For coastal exposed and sheltered classes, we
have no data on which to assign a and b values for
relationship 1 (Table 4), but we assume that these classes
are similar in behavior to their upland counterparts. Be-
cause Ta is lower on the coastal plain than in the uplands
(Table 3), and because the coastal intermediate regres-
sion line differs from the upland line by about 2.58C
(Fig. 6), we have offset the uplands sheltered equation
by 22.58C. We also offset the uplands exposed equation
by a similar amount. Only 31% of the variability of the
average interface temperatures shown in Fig. 6 can be
explained using average air temperature alone, but, with
the addition of province and exposure class as explan-
atory variables, r2 increases to 87%.

In order to predict daily or hourly interface temper-
atures rather than winter average values, a beta curve
must be generated for each location of interest. To de-
velop province and class-specific beta curves, we fit a
beta curve to each individual station record, determining
three fitting parameters, a, b, and g, using a least
squares approach. The shape of the beta curve is de-
termined by a and b. They describe when, during the
winter, the minimum interface temperature will occur
and how quickly the temperature will drop in the fall
and rise in the spring. The temperature scale parameter,
g, normalizes the curve so the area under it equals 1 (a
necessary property of beta distributions). Essentially, g
is the negative of the average interface temperature, i.T
For each fitted curve, we also calculated the mode (M)
and the skew (S) (Evans et al. 1993):

a 2 1
M 5 , (1)1 2a + b 2 2

0.52(b 2 a)(a + b + 1)
S 5 . (2)

0.5(a + b + 2)(ab)

The mode varies from 0 to 1 and describes, in nondi-
mensional time (t*), when the minimum temperature
occurs during the winter.

Using the set of all a, b, and g values generated from
the data, we then derived (using regression and AN-
COVA models) a series of linked relationships (Table
4, relationships 2, 3, and 4) that predict g, M, and S.
An F test did not support the use of exposure class (a
proxy for snow depth) as an explanatory variable in
relationship 3. In addition, individual slopes for each
province were not supported by the data.

With predicted values of , M̂, and Ŝ, Eqs. (1) andĝ
(2) can be solved for and , the predicted snow–â b̂
ground interface beta-curve parameters. With these pa-
rameters, a smooth, seasonal interface temperature re-
cord [ i(t*)] (Figs. 7c,e) could be computed using theû
definition of the beta curve (Evans et al. 1993):
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FIG. 7. Air and interface temperature records from station 11, along with beta-fit curves, residuals, and model results. See text for full
explanation.
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G{â + b̂}
(â21) (b̂21)û (t*) 5 2 ĝ t* (1 2 t*) (3)i [ ]G{â}G{b̂}

for 0 , t* , 1, where G is the gamma function.

b. Part 2

For many applications, the smooth curve predicted
by Eq. (3) would be sufficient, but a more realistic tem-
perature record can be simulated by adding the residual
temperature fluctuations to the smooth curve. To do this,
fluctuations about a smooth fit to the air temperature
record must be computed first. This can be done by
fitting the air temperature record for the entire winter
with either a beta curve [used here (Fig. 7b): see Eq.
(3) for form] or a polynomial. The air temperature re-
siduals (Fig. 7a), «a(t*), can then be computed from

« (t*) 5 T (t*) 2 u (t*)a a a (4)

where Ta(t*) is the measured air temperature, and ua(t*)
is the smooth seasonal curve fit to the measured air
temperatures.

The air temperature residuals, «a(t*), must be damped
appropriately (to account for the attenuation of air tem-
perature with depth of the snowpack) for each province
and snow exposure class (Fig. 7d). The damping factor
(w) is approximately the observed SD of Ti,core divided
by the SD of Ta,core:

SDi,corew 5 . (5)
SDa,core

An ANCOVA model showed that 87% of the variability
in the observed damping factor can be explained by g
(recall that g is the negative of the average interface
temperature, i), province, and exposure class (Table 4,T
relationship 5). An F test indicated that the data did not
support unique slopes for each province/exposure class
combination. Damping factor estimates were then ap-
plied to the air temperature residuals [«a(t*)] to produce
a damped interface residual, i(t*) 5 «a(t*), whichê ŵ
was added to the smooth seasonal beta curve [Eq. (3)],

û (t*) 5 û (t*) 1 ŵ« (t*),i,resid i a (6)

to produce a curve with both seasonal and higher-fre-
quency fluctuations.

The modeling procedure (parts 1 and 2) is illustrated
in Fig. 7 using data from station 11 (Table 1 and Fig.
2), a station that tended to fall off the various regression
lines (see Fig. 6) and provides a reasonably conservative
example of model performance. A comparison of the
beta curve fitted to the air temperature with the beta
curve predicted for the interface temperature (Fig. 7c)
shows that the modeling captures the damping effect of
the snowpack. It also captures the seasonal shift in tim-
ing of the minimum winter temperature, where the mode
for the air temperature (t* 5 0.5) is shifted more than
30% (to t* 5 0.67) at the interface.

A comparison of observed interface temperature re-

cords with those predicted by the model shows reason-
able agreement. There are two quasi-independent sourc-
es of error: 1) a ‘‘seasonal’’ error (model, part 1) that
arises because the characteristic beta curve for a given
province and exposure class does not match exactly the
beta curve for the actual station data, and 2) a ‘‘fluc-
tuation’’ error (model, part 2) that arises because the
predicted damping of the air temperature fluctuations
does not match perfectly the actual damping that took
place in nature. Combining both sources of error, we
estimate model accuracy for daily observations at 638C
(1s).

We have tested the model outside the domain in which
it was developed using three air and interface temper-
ature record sets from Ivotuk, a site 200 km west of the
Kuparuk basin. These uplands–intermediate and up-
lands–sheltered sites had average seasonal errors that
ranged from 0.98 to 2.58C and fluctuation errors that
ranged from 1.38 to 1.58C, consistent with our stated
error.

6. Model application to the entire Kuparuk basin

Here we simulate the snow–ground interface tem-
perature for the winter of 1994/95 over a 20 000-km2

rectangular area encompassing the Kuparuk basin using
the model described in section 5. For the simulation,
we use air temperature records from 6 stations in the
domain (Walker 2002) that are completely independent
of the 33 air temperature stations used to develop the
model. From these 6 stations, a daily average value was
assigned to each 100 m 3 100 m grid cell in the domain
using linear interpolation/extrapolation and a simple
adiabatic lapse rate to adjust for elevation. The uplands–
coastal boundary was set to coincide with the 100-m
contour from a digital elevation model (DEM; see Hinz-
man and Kane 2002). Snow exposure class was deter-
mined by running a three-dimensional snow-transport
model (SnowTran-3D; Liston and Sturm 1998) to pro-
duce an end-of-winter snow depth distribution (Liston
and Sturm 2002, personal communication), then divid-
ing the continuous depth output from that model into
the three depth classes (Fig. 4). The resulting province–
class combinations are shown in Fig. 8. For the simu-
lations, we chose 8 September (day 251) as the start of
winter, based on the 1994 and 1996 data (Table 2). For
the end of winter, we chose 10 May (day 130) for the
uplands and 25 May (day 145) for the coastal plain,
consistent with the nearly 2-week offset (Fig. 5) between
the two provinces.

For each grid cell in the domain we implemented Eqs.
(1)–(6) and the relationships in Table 4 to produce a
daily record of the snow–ground interface temperature
for the winter of 1994/95. Seven ‘‘snapshots’’ (Fig. 9)
suggest how the interface temperature field evolved. As
the winter progressed, falling air temperatures produced
lower interface temperatures, which slowly pushed
southward from the arctic coast. This gradual cooling
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FIG. 8. The Kuparuk basin model region divided into province and exposure classes.
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FIG. 10. Number of days when the snow–ground interface tem-
perature is higher than 268C based on model simulations. This is
approximately the critical temperature above which microbial activity
can continue.

between September and March was followed by a rapid,
nearly synchronous warming over the entire domain in
spring. Air temperature warming events propagated
from south to north, while cooling events propagated
from north to south. The thinner, less insulative snow
of the coastal plain, coupled with this preferential move-
ment of warming and cooling events, resulted in inter-
face temperatures on the coastal plain that were always
significantly lower than in the uplands.

The simulations indicate large spatial gradients in in-
terface temperature that have important biological ram-
ifications. It is known that significant winter microbial
activity can take place in arctic soils and is responsible
for winter CO2 production (Kelley et al. 1968; Zimov
et al. 1993a; Oechel et al. 1997; Fahnestock et al. 1998).
Microbial activity is temperature-sensitive (Flanagan
and Veum 1974; Nadelhoffer et al. 1991; Clein and
Schimel 1995) and requires unfrozen water in the soil.
Estimates vary, but, in general, activity appears to cease
at temperatures lower than 268C (Flanagan and Veum
1974; Coxson and Parkinson 1987; Zimov et al. 1993b).
Above this temperature, microbial decomposition and
nutrient cycling continue (Brooks et al. 1997), to the
benefit of the biota. From the simulations, we mapped
the number of days during the winter when the interface
temperature was above this critical threshold (Fig. 10).
The number of days above threshold in the underlying
soil layers will be greater, depending on depth, soil
moisture, and organic layer quality, but our map sug-
gests important differences between the coastal plain
and the uplands. On the coastal plain there is only a
short period of time (1–4 weeks) when microbial ac-
tivity at the soil surface is likely, while in the uplands
this period is 2–4 times longer.

7. Discussion

Our measurement (e.g., Figs. 1a,b) and model results
(e.g., Fig. 7) show that snow cover attenuates average
winter air temperature by 34%–47% (b values for re-
lationship 1 in Table 4) and daily fluctuations in air
temperature by 40%–96% (w values for relationship 5
in Table 4). This significant moderation of frigid tem-
peratures by the snow is critical to the ecology and
biology of the vegetation and underlying soils of arctic
Alaska. The full ramifications of this thermal protection
are perhaps best illustrated in Fig. 6. This figure not
only documents that in uplands–sheltered locations the
interface temperature is nearly decoupled from air tem-
perature, it also shows that when the interface temper-
ature is decoupled it is nearly at the critical value for
soil biological activity (268C). Beneath the interface,
temperatures are higher and it is reasonable to assume
that biological activity continues throughout the winter.
One implication is that, without any change in winter
air temperature, an increase in snow depth could radi-
cally change the nature of winter biological activity in

the Kuparuk basin, particularly if snow depths were to
exceed 80 cm.

Of course, snow is not the only factor affecting winter
soil temperatures. Soil moisture and organic layer thick-
ness play an important role as well. The soil moisture,
particularly for the wet soils found in arctic Alaska,
provides a store of latent heat that can significantly delay
the cooling of the soil in the early part of the winter,
directly affecting the snow–ground interface tempera-
ture. Organic layers, especially the mosses found in tun-
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dra, provide insulation that can, when dry, equal that
of the overlying snowpack [compare results from Hinz-
man et al. (1991, their Fig. 12) with those of Sturm et
al. (1997, their Fig. 6)]. While this fine insulation does
not directly affect the interface temperature, it does have
a marked effect on the temperature of the underlying
soil layers, protecting them about as well as the snow.

The coastal province contains a considerably higher
percentage of wet tundra soils than the uplands (Walker
1995; Walker et al. 1998), and it is there we would
expect the latent heat effect to be most prevalent. In
fact, we see this in our data. For the nine coastal in-
termediate sites plotted in Fig. 6 (black diamonds with
open centers), six were located in very wet tundra (Table
1, last column) and three were in drier tundra. The dry
sites ranged from 28 to 58C colder than the wet sites
(appendix B), and examination of the daily data con-
firms that much of the difference accrued in early winter
when the soil moisture was still freezing. Thick and dry
(in winter) organic layers, particularly mosses, are more
prevalent in the uplands (Walker 2000). We can ap-
proximate their maximum effect by assuming that they
have the same insulating power as an equal thickness
of snow. From Fig. 4, a 15-cm increase in snow depth
produces anywhere from a 0.58 to 38C increase in in-
terface temperature. Fifteen centimeters is a fairly thick
moss layer, and it would need to have a low moisture
content (,10%; Hinzman et al. 1991) to achieve this
level of thermal protection. The two effects (soil mois-
ture and organic layer) appear to be about the same
magnitude, but one (soil moisture) is already in our
model (crudely) because it affected the observed inter-
face temperatures on which the model is based, while
the other (moss/organic insulation) is not. Figure 10 is
therefore likely to underestimate the contrast between
the coastal and uplands provinces. If anything, soil bi-
ological activity is even more viable in the uplands than
on the coast and takes place over a much greater period
of the winter.

But the main limitation on the accuracy of our mod-
eling is determining the snow depth. Arctic snow is
redistributed by the wind with significant variations in
depth over distances as short as a few meters. Prediction
of snow depth at this fine scale is not currently possible,
yet this is the scale of variation that affects interface
temperatures. An example of our inability to resolve
these small-scale variations in depth can be seen in Fig.
8, where on the coastal plain the percentage of the shel-
tered snow class is unrealistically low because our DEM
did not resolve the relevant topography [i.e., the river
and stream cutbanks where large drifts form (Sturm et
al. 2001)].

The type of model used for prediction or simulation
is less important than accurately extrapolating snow
depth and other atmospheric forcing fields over a do-
main. In fact, at the scale of the Kuparuk basin, few
models can be purely physical or statistical, and the
division between the two becomes fuzzy. While the ba-

sic underpinning of our model is a series of empirical
regression equations, physical considerations constrain
the model as well. For example, the statistics for the
sheltered exposure class indicate a constant value for Ti

(Table 4, relationship 1), but we could have inferred the
same from the fact that, above a critical snow depth, Ti

is decoupled from depth (Fig. 4). Similarly, we know
from observations that the snow cover in exposed areas
on the coastal plain is much like the snow cover in
exposed areas in the uplands, so we use similar regres-
sion equations for both. Physical models use empirical
or statistical relationships when the physics is either too
obscure or too elaborate to be dealt with explicitly. We
think that the challenge is, and will remain for the future,
creating reliable input fields for heterogeneous systems
like the Kuparuk basin, whether they drive physical,
statistical, or empirical models.

8. Conclusions and model application

Using an extensive set of air and snow–ground in-
terface temperature data from arctic Alaska, we have
developed a statistical model that can simulate the in-
terface temperature over a large domain with daily or
more frequent resolution. The data show that in arctic
Alaska there are two distinct winter thermal provinces
(coastal and uplands) in which each of three snow ex-
posure classes (exposed, intermediate, and sheltered)
can be defined. For each province–class combination,
temporal and spatial interface temperature patterns are
statistically distinct. These differences were captured by
defining a beta curve for each province–class combi-
nation. Beta curves are well-known statistical distri-
butions that are able to match the key features of the
temporal evolution of the interface temperature under a
wide variety of conditions. Tests of the model within
and outside the domain in which it was developed in-
dicate a spatial–temporal accuracy of 628C when sim-
ulating average winter interface temperatures and 638C
when simulating daily interface temperatures. The mod-
el is relatively easy to apply and requires a simpler set
of gridded input data than most comparable physical
models.

The model can be used to address a number of bio-
physical issues in arctic Alaska related to plants, ani-
mals, or the soil beneath the snow. Being able to predict
the interface temperature eliminates the need for mod-
eling the snow cover, which has traditionally proven
difficult. For example, we have used the model to de-
termine how many days during the winter the interface
temperature is greater than 268C over a domain of 20
000-km2. This is the approximate temperature threshold
below which microbial activity ceases and winter pro-
duction of CO2 stops. Our results suggest that the up-
lands provide a distinctly more favorable environment
for winter soil biological activity than does the coastal
plain. More extensive or complete models of microbial
activity and decomposition could be readily driven by



392 VOLUME 3J O U R N A L O F H Y D R O M E T E O R O L O G Y

APPENDIX B
Complete and Core Winter Average Temperatures

Complete winter* Core winter**

Winter Station

Interface temperature

Mean (8C) SD (8C)

Air temperature

Mean (8C) SD (8C)

Interface temperature

Mean (8C) SD (8C)

Air temperature

Mean (8C) SD (8C)

1993/94 Imnav1 27.6 4.7 214.4 10.3 211.7 2.8 219 10.4

1994/95 1
2
3
4
5
6
7
8
9

10

—
215.6
28.7

—
25.2
29.2
27.3

210.4
25.5

212.6

—
5.6
2.6
—

2.3
3.3
2.8
3.3
1.2
3.4

218.7
217.8
219
217.9
219.2
218
220.3

—
221.2
219.5

11.7
11.6
12.4
12.2
12.4
12.2
12.3

—
12.1
12.2

—
218.7
210.1
212.9
26.8

211.9
27.1

212.9
25.8

214.8

—
5.8
1.9
2.8
2
1.8
2.2
2.1
0.7
2.1

222.1
221.1
222.5
221.7
222.6
221.5
223.1
224.1
224.4
223.1

11.8
11.4
12.3
11.7
12.3
11.9
12.1
12.1
11.9
11.8

11
12
13
14
14.5
15
16
17
18
19
20

214.5
212.3
219.5
214.1

—
28.9

—
217.1
220.9
214.2

—

4.5
4.2
6.7
4.8
—

2.2
—

5.7
6.3
5.2
—

220.4
220.3

—
222.4

—
—
—

220.7
223.2
222.3

—

11.4
11.8

—
11.8

—
—
—

11.5
9.5

11.5
—

217
215.3
221.4
217.8

—
210.4
215.4
220.3
223.5
218.3
220.1

3.8
2.5
7
3.1
—
1.4
1.7
4.6
6.4
3
3

223.6
224
225.3
226.3

—
226.6
225.4
224.8
225.6
226.5
228.5

11.6
11.4
11.7
10.9

—
10.5
10.6
10.6
10.6
10.4
10

21
22
23
24
25
26

216.3
212.1
217.3

—
216

—

6.1
4.2
6.6
—

6.3
—

—
224
221.8
221.6

—
222

—
10.8
11.9
12

—
11.9

220.6
214.3
222.1
219
220.8
224.2

3.2
2.7
3.4
2.2
3.4
6.2

228.8
226.9
228.7
228.7

—
228.9

9.9
10
9.9
9.9
—

9.7

our model output. Similarly, ground-freezing models or
assessment of subnivian environmental stresses could
be coupled to our model. The model’s simplicity lends
itself to this type of cross-disciplinary use.
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APPENDIX A

List of Symbols

t Time
t* Time (nondimensional)
Ta(t) Air temperature
Ti(t) Snow–ground interface temperature
Ta,core Average core winter air temperature
Ti,core Average core winter interface temperature

SD Standard deviation
SDa,core Standard deviation of air temperature, core

winter
SDi,core Standard deviation of interface tempera-

ture, core winter
iû Seasonal trend of interface temperature es-

timated using the beta curve
i,residû Interface temperature estimated using the

beta curve with residual temperatures ap-
plied

«a Residual temperature
r Correlation coefficient
G Gamma function
w Residual temperature damping factor,

[SDi,core/SDa,core]
a Beta-curve fitting parameter
b Beta-curve fitting parameter
g Scale parameter, air temperature, equals

2 aT
M Beta-curve mode, defined as [{a 2 1}/{a

1 b 2 2}]
S Beta-curve coefficient of skew, defined as

[{2(b 2 a)(a 1 b 1 1)0.5}/{(a 1 b 1
2)(ab)0.5}]

In text, overbars indicate average values; carets () in-
dicate predicted values.
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APPENDIX B
(Continued)

Complete winter* Core winter**

Winter Station

Interface temperature

Mean (8C) SD (8C)

Air temperature

Mean (8C) SD (8C)

Interface temperature

Mean (8C) SD (8C)

Air temperature

Mean (8C) SD (8C)

27
28
29
30
Imnav2

—
215.2

—
215.9
26.8

—
5
—

4.9
3.7

—
221.5

—
221.5
214.2

—
12

—
11.8
10.6

218.7
219
218
219.4
210.4

2.3
2.3
3
1.9
2

228.9
228.7
227.8
228.8
219.4

9.8
9.8
9.7
9.6

11

Averages Whole basin
Uplands
Coastal

212.8
211.9
215.5

4.4
4
5.5

220.3
219.7
222.1

11.7
11.7
11.7

216.2
214.3
219.6

3
3
3.1

225.3
223.7
228.5

10.9
11.4

9.8

1995/96 1
2
3
4
6
9

10
11
14
14.5
Imnav1
Imnav2

—
212.6

—
—
—

28.2
—

210.4
210.6
212.9
24.3
28.4

—
6.4
—
—
—

2.9
—

3.8
5.1
5.3
1.5
3.6

—
216.6

—
—

216.4
—
—

217.7
219.1
220.8
214.6
214.6

—
9.4
—
—

10
—
—

10
12.3
11.8

9.2
9.2

—
217.2
27.7

212
—

28
212.7
213.1
214.1
216.3
25.5

211.4

—
6
1.3
2.9
—
1
1.7
2.3
2.3
2.9
0.6
2.7

217.8
217.8

—
218.1
218.2
221.3
218.6
219
221.6
222
217.7
217.7

11
10.7

—
10.6
10.6
11.8
10.6
10.9
11.3
12.4
10.1
10.1

Averages Uplands 29.6 4.1 217.1 10.3 211.8 2.4 219.1 10.9

* Complete winter air temperatures (mean and SD) are truncation corrected for 1995/96 only.
** Core winter air temperatures (mean and SD) are truncation corrected.
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